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(57) ABSTRACT 

Systems and methods are disclosed for generating stereo 
scopic images for a user based on one or more images cap 
tured by one or more scene-facing cameras or detectors and 
the position of the user's eyes or other parts relative to a 
component of the system as determined from one or more 
images captured by one or more user-facing detectors. The 
image captured by the scene-facing detector is modified 
based on the user's eye or other position. The resulting image 
represents the scene as seen from the perspective of the eye of 
the user. The resulting image may be further modified by 
augmenting the image with additional images, graphics, or 
other data. Stereoscopic mechanisms may also be adjusted or 
configured based on the location or the user's eyes or other 
parts. 
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SYSTEMS AND METHODS FOR 
GENERATING STEREOSCOPIC MAGES 

COPYRIGHT NOTICE AND PERMISSION 

A portion of the disclosure of this patent document may 
contain material that is Subject to copyright protection. The 
copyright owner has no objection to the facsimile reproduc 
tion by anyone of the patent document or the patent disclo 
Sure, as it appears in the patent and trademark office patent 
files or records, but otherwise reserves all copyright rights 
whatsoever. The following notice shall apply to this docu 
ment: CopyrightC) 2009, Microsoft Corp. 

BACKGROUND 

Stereoscopy, also known as Stereoscopic imaging or three 
dimensional (3-D) imaging is a technique of presenting visual 
information that creates the illusion of depth. Often this illu 
sion is created by presenting a different image to each eye. 
One way to create an illusion of depth is to provide the eyes of 
the viewer with two different images, representing two per 
spectives of the same object, with a minor deviation similar to 
the perspectives that both eyes naturally receive in binocular 
vision. The object is to present to each image an image as it 
would be seen by each eye if each eye was viewing the objects 
in the image in the physical world. 

There are several methods of creating a stereoscopic effect 
known in the art, including presenting completely distinct and 
separate images to each of a viewer's eyes, and presenting 
two images on a single viewing area, such as a movie screen, 
and filtering the images through polarized glasses with dif 
ferently polarized lenses for each eye. Another method is 
known as wiggle stereoscopy, where images intended for the 
left eye and images intended for the right eye are rapidly 
alternated on a display. Yet another method is autoste 
reoscopy, which can be implemented in a variety of ways, 
including by displaying images on a display with two layers, 
Such as a specially configured liquid crystal display (LCD), 
with each layer configured to display images a few degrees to 
the left or right. These images are intended to be seen only by 
the right or left eye, creating a three-dimensional effect when 
viewed with both eyes at once. Additional components. Such 
as shutterglasses or other types of headgear may be used with 
Such displays to improve the stereoscopic effects by allowing 
each eye to only see the portion of an image that is intended 
for that eye. Alternatively, a display may be configured with a 
series of slits, sometimes referred to as a parallax barrier, or 
lenticular lenses that magnify different parts of image 
depending on the angle of view. These configurations allow 
each eye to see a different set of pixels or a different portion 
of an image, thereby creating a sense of depth through paral 
lax. 
Augmented reality is the combining of real world data and 

computer-generated data to create a user environment. Real 
world data may be collected using any suitable data collection 
means, such as a camera, microphone, light and/or heat detec 
tor, or any other detection mechanism. This data may then be 
processed and combined with computer generated data to 
create the user environment. One of the most common forms 
of augmented reality is the use of live video images captured 
with a camera that are processed and augmented with com 
puter-generated graphics or other images. The resulting aug 
mented video images are then presented to a user through a 
user interface. Such as a video monitor. Augmented reality can 
be used in Video games, mapping, navigation, advertising, 
architecture visualization, and numerous other applications. 
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2 
Live video images captured for augmented reality use may 

be images of the physical environment Surrounding the user. 
This allows a user to interact with a virtual reality environ 
ment while still interacting with the actual physical environ 
ment around the user. A limitation of the current technology 
used to implement augmented reality is the images presented 
to a user may not actually reflect the viewpoint of the user 
because these images do not take into account the actual 
position of the user in the physical environment. These 
images may also lack the depth and three-dimensionality of 
viewing an area or object in the actual physical environment. 

SUMMARY 

Systems, methods, and computer-readable media are dis 
closed for generating a stereoscopic images in a stereoscopic 
device or system. One or more scene-facing images may be 
captured on one or more scene-facing detectors, such as cam 
eras, while one or more user-facing images may be captured 
on one or more user-facing detectors, which may also be 
cameras. The position or location of a user's eye relative to a 
device or display may be determined from one or more of the 
user-facing images. Alternatively, the position of another part 
of the user, such as the users head, or the user as a whole, 
relative to a device or display may be determined from user 
facing images. In one embodiment, the location of the user's 
eyes may be estimated from the determined location of 
another part of the user. 

Based on the position or location of the user's eyes or other 
parts relative to a device or display, a portion of the scene 
facing images may be determined and cropped from the 
scene-facing images to create images to present to the user's 
eyes. The resulting cropped image may then be rendered on 
one or more displays for viewing by the user. Additional 
alterations may be made to an image before it is presented to 
a user. For example, additional images, graphics, text, etc. 
may be overlaid on or composited with a cropped image. 
Various means may be used to determine positions or loca 
tions of a user or parts of a user from user-facing images. Also 
provided herein are methods for determining a cropping loca 
tion and cropping area dimensions based on the determined 
positions or location. 

Other adjustments may be made to a stereoscopic system 
or device based on the location or position of a user or parts of 
a user. For example, in a stereoscopic display configured with 
Stereoscopic components, such as parallax barriers or lenticu 
lar lenses, these components may be adjusted based on the 
position or location of a user's eyes to optimize the stereo 
scopic effects of images presented to the user. Various other 
adjustments or configurations may be put in place based on 
the determined positions or locations. 

BRIEF DESCRIPTION OF THE DRAWINGS 

The foregoing Summary, as well as the following Detailed 
Description, is better understood when read in conjunction 
with the appended drawings. In order to illustrate the present 
disclosure, various aspects of the disclosure are shown. How 
ever, the disclosure is not limited to the specific aspects dis 
cussed. In the drawings: 

FIG.1a is a graphical representation of one side of a device 
that may be used to implement parts of or a complete stereo 
scopic device or system. 

FIG. 1b is a graphical representation of another side of a 
device that may be used to implement parts of or a complete 
Stereoscopic device or system. 
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FIG. 2 is a graphical representation of a stereoscopic 
device in use by a user proximate to a scene. 

FIG. 3a is a graphical representation demonstrating the 
image processing that may be performed by a stereoscopic 
device or system. 

FIG. 3b is another graphical representation demonstrating 
the image processing that may be performed by a stereo 
scopic device or system. 

FIG. 4a is another graphical representation demonstrating 
the image processing that may be performed by a stereo 
scopic device or system. 

FIG. 4b is another graphical representation demonstrating 
the image processing that may be performed by a stereo 
scopic device or system. 

FIG. 5 is a non-limiting exemplary representation of the 
locations of the various elements that may be present in, or 
interact with, a stereoscopic device or system and their rela 
tive geometry. 

FIG. 6 is a non-limiting exemplary representation of the 
dimensions of images that may be detected and processed by 
a stereoscopic device or system. 

FIG. 7 is a non-limiting exemplary diagram of a method of 
implementing a stereoscopic device or system. 

FIG. 8 is a block diagram representing an exemplary net 
work environment having a variety of computing devices in 
which the present disclosure or parts thereof may be imple 
mented. 

FIG. 9 is a block diagram representing an exemplary non 
limiting computing device in which the present disclosure or 
parts thereof may be implemented. 

DETAILED DESCRIPTION OF ILLUSTRATIVE 
EMBODIMENTS 

Stereoscopic Device 
A stereoscopic device and/or related devices, systems, and 

methods may be implemented using a variety of devices and 
configurations. FIGS. 1a and 1b illustrate an exemplary, non 
limiting device 100 that may be used as a stereoscopic device. 
Device 100 may be any device capable of implementing the 
systems and/or methods disclosed herein, Such as a dedicated 
Stereoscopic device, an augmented reality user interface 
device, or any other device capable of implementing a stereo 
scopic device or stereoscopic image effects. Alternatively, 
device 100 may perform one or more aspects of a stereoscopic 
device or system and work in conjunction with one or more 
other devices to implement a complete stereoscopic device or 
system. Device 100 may also be integrated into one or more 
other devices that are capable of performing other activities 
beyond implementing a stereoscopic device or system. Such 
devices may include a personal data assistant (PDA), a mobile 
telephone, a laptop or desktop computer, a mobile or station 
ary gaming system, a virtual reality helmet system, a stereo 
scopic eyewear, helmet or headgear, a camera, a video display 
for a computing system, or any other device capable of imple 
menting stereoscopic device or system and performing at 
least one other function. All Such configurations and devices 
are contemplated as within the scope of the present disclo 
SUC. 

FIG. 1a displays a user-facing side of device 100. On the 
user-facing side, device 100 may have a display 110 that may 
be any type of display capable of displaying video or still 
Stereoscopic images. Display 110 may be a liquid crystal 
display (LCD), a cathode ray tube (CRT), a plasma display, a 
light-emitting diode (LED) display, an image projection 
device, or any other type if display or device capable of 
presenting a stereoscopic image, or dual stereoscopic images, 
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4 
visible to a user. Display 110 may incorporate a parallax 
barrier or lenticular lenses that facilitate the accessing or 
viewing of distinct parts of the image displayed by a user's 
two eyes. Alternatively, display 110 may incorporate compo 
nents or elements that facilitate the display of two different 
images on display 110, with each of the images intended for 
viewing by one of a user's two eyes. Such elements may be 
mechanical, electrical, implemented in Software, or any com 
bination of these. Other components or elements that facili 
tate the production of stereoscopic images or stereoscopic 
effects are contemplated as part of display 110. 

Device 100 may also have more than one display. For 
example, device 100 may beastereoscopic headgear with two 
separate displays, one for each eye, that create a three-dimen 
sional effect when viewed. Multiple display configurations 
may be made up of multiple displays of the same type, or 
several different types of displays. 

Device 100 may be configured with various user controls 
130, which may include buttons, dials, touch pads, key 
boards, microphones, light or heat detection components, and 
any other type of user interface. All Such configurations are 
contemplated as within the scope of the present disclosure. 

Device 100 may be configured with user-facing detector 
120 that may be any type of detection component capable of 
detecting the position of a user or a part of a user relative to 
device 100. Such as a user's eye, or detecting a representation 
of user or a part of a user. In one embodiment, user-facing 
detector 120 may be a standard camera capable of capturing 
one or more still images or video images. In another embodi 
ment, user-facing detector 120 may be a detection device 
capable of detecting a user or the position of a user or any part 
or representation of a user relative to device 100 through the 
detection of heat, Sound, light, other types of radiation, or any 
other detectable characteristics. Examples of such detectors 
include, but are not limited to, infrared detectors, thermal 
detectors, orientation detectors, and Sound/acoustic detec 
tors. Device 100 may have more than one user-facing camera 
or detection device. Such as secondary user-facing detector 
125. Multiple detection devices or components may be used 
to detect a user, part of a user, or a representation of a user or 
part of a user in three-dimensional space. Any number and 
type of detection devices configured on the user-facing side of 
a device that are configured to detect a user or one or more 
parts of a user, or a representation of a user or one or more 
parts of a user, are contemplated as within the scope of the 
present disclosure. 
When configured with two detectors, each detector may be 

dedicated to detecting the position of one of a user's eyes. For 
example, detector 120 may be dedicated to detecting the 
position of a user's left eye relative to device 100, and detector 
125 may be dedicated to detecting the position of a user's 
right eye relative to device 100. Alternatively, images cap 
tured by two detectors may be used together to determine the 
position of each eye. For example, detector 120 and detector 
125 may both capture an image of both of a user's eyes, and 
these images may be processed together to determine the 
location or position of each eye relative to device 100. 

In another embodiment, a single detector may be config 
ured to detect the position of each eye relative to device 100. 
For example, using a single image captured by detector 120, 
device 100 may calculate the position of the user's right eye 
and the user's left eye relative to device 100. In another 
alternative, detector 120 may capture a first image that is used 
by device 100 to calculate the position of a user's left eye 
relative to device 100, and then may capture a second image 
that is used by device 100 to calculate the position of a user's 
right eye relative to device 100. Any such calculation may be 
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performed on a directly determined position of each of the 
user's eyes, or may be performed by determining the position 
of the user's head, other body part, or whole body, and then 
calculating an assumed position of the user's eyes. The 
images and/or calculations may be performed in rapid 
sequence, and/or may be performed continuously, so that a 
near real-time position of each of a user's eyes may be deter 
mined on an ongoing basis during the execution of a stereo 
scopic application. All Such configurations and calculations 
are contemplated as within the scope of the present disclo 
Sure. Further detail on calculating user position is provided 
herein. 

FIG.1b illustrates the scene-facing side of device 100. One 
or more detectors, such as scene-facing detectors 140 and 
145, may be configured on the scene-facing side of device 
100. Scene-facing detectors 140 and 145 may be any type of 
detector or camera that is capable of capturing an image or 
detecting information about a physical space within its range, 
including the types of detectors and camera described in 
regard to user-facing detectors 120 and 125. 

Scene-facing detectors 140 and 145 may be dedicated to 
capturing images that may be processed by device 100 or 
another device and presented to a particular eye of a user. For 
example, detector 140 may be configured to capture an image 
that is processed and presented to a user's left eye, while 
detector 145 may be configured to capture an image that is 
processed and presented to a user's right eye. Alternatively, a 
single detector may be configured to detect one image that is 
then processed to produce two images, one for each of a user's 
eyes. For example, using a single image captured by detector 
140, device 100 may process the image twice, creating an 
image for each of the user's right eye and the user's left eye. 
In another alternative, detector 140 may capture a first image 
that is used by device 100 to process an image to be displayed 
to the user's left eye, and then may capture a second image 
that is used by device 100 to process an image to be displayed 
to the user's right eye. These images and/or calculations also 
may be performed in rapid sequence, and/or may be per 
formed continuously, so that a near real-time image of the 
area or space captured by detectors 140 and/or 145 can be 
presented to a user on an ongoing basis during the execution 
of a stereoscopic application. All Such configurations and 
calculations are contemplated as within the scope of the 
present disclosure. Further detail on calculating such images 
is provided herein. 

Device 100 may also be configured with computing and 
communications components not shown in FIGS. 1a and 1b. 
The various components that may be integrated into device 
100 and/or a stereoscopic device or system are described in 
more detail herein, including in the sections describing FIGS. 
8 and 9. 

While device 100 as shown in FIGS. 1a and 1b has a single 
unit housing all the described components, the components 
and devices used in a stereoscopic device or system may be 
physically separate. For example, user-facing detectors and 
scene-facing detectors may be physically separate from one 
or more displays and each other and located in separate hous 
ings. Moreover, other components, such as processors, 
memory, storage devices, etc. may be located in one or more 
physically distinct devices or components. Such devices or 
components may communicate with each other using com 
munications technologies known in the art, including wired 
and wireless communications technologies. All Such imple 
mentations and configurations of a stereoscopic device or 
system are contemplated as within the scope of the present 
disclosure. 
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FIG. 2 illustrates the use of one embodiment of a stereo 

scopic device. In FIG. 2, user 210 is operating device 220. 
User 210 may have user's right eye 214 and user's left eye 
216. Device 220 may be a device such as device 100 described 
in FIG. 1, or any other device or combination of devices 
and/or components capable of implementing one or more 
aspects of a stereoscopic device or system. Device 220 may 
be configured with display 224, user-facing detectors 222a 
and 222b, and scene-facing detectors 226a and 226b. Alter 
natively, device 220 may be configured with more than two, 
or with one, Scene-facing detector and/or user-facing detec 
tor. Scene-facing detectors 226a and 226b may be located on 
the back of device 220, and are not visible in FIG. 2 due to the 
positioning of device 220 in the figure. These components 
may be of any type, quantity, or configuration as described 
herein in regard to the various figures, or of any other type, 
quantity, or configuration. 

User 210 may be operating device 220 proximate to scene 
230. Scene 230 may be any physical space or area that scene 
facing detectors 226a and/or 226b are capable of detecting or 
from which scene-facing detectors 226a and/or 226b may 
otherwise gather data. Device 220 may detect or capture data 
from scene 230, such as one or more video frames or still 
images. Device 220 may then process the captured image(s), 
including cropping and/or adjusting the image according to 
methods and means set forth herein. As part of the processing 
of the image, device 220 may augment the captured and/or 
processed image by overlaying graphics, text, other images, 
or any other visual data on the captured image, or composit 
ing Such data with the captured image, and present the pro 
cessed image to user 210 by rendering the processed image on 
display 224. 

In one embodiment, where scene-facing detectors 226a 
and 226b capture two images, device 220 processes both 
images and creates two processed images to present to user 
210. Alternatively, when only one of scene-facing detectors 
226a and 226b are present or used, device 220 may process 
one image captured by the single scene-facing detectors 226a 
or 226b and present a single processed image to user 210. In 
another embodiment, device 220 may process one image 
captured by the single scene-facing detectors 226a or 226b 
and create two processed images to present to user 210. In yet 
another embodiment, a single Scene-facing detector, Such as 
detector 226a or 226b, may capture two images, each of 
which is then processed by device 220 to create two images to 
presented to user 210, one for each of user 210’s eyes 214 and 
216. 
The two processed images 240 and 241 that may be the 

result of device 220 processing one or more images captured 
by scene-facing detectors 226a and/or 226b are illustrated in 
right display 251 and left display 250. Each of displays 250 
and 251 contains an image intended for a particular eye of a 
user. For example, left display 250 may display left processed 
image 240 that may be intended for viewing by user's left eye 
216, and right display 251 may contain right processed image 
241 that may be intended for viewing by user's right eye 214. 
Processed images 240 and 241 may include scene images 242 
and 243 captured by scene-facing detectors 226a and/or 
226b. Scene images 242 and 243 may be the same image 
captured by a single scene-facing detector, different images 
captured by different scene-facing detectors, different images 
captured by a single scene-facing detector, or any combina 
tion thereof. Processed images 240 and 241 may also contain 
an image resulting from the cropping, magnification, or other 
alteration by device 220 of scene images 242 and/or 243 as 
captured by scene-facing detectors 226a and/or 226b. 
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Processed images 240 and 241 may also include elements 
Such as persons 246 and 248, that may have been composited 
with Scene images 242 and/or 243 to create processed images 
240 and 241. Persons 246 and 248 may be participants in an 
activity with user 210. Such as a game incorporating aug- 5 
mented reality, and may be physically present at an area 
remote to scene 230. The images of persons 246 and 248 as 
rendered in processed image 240 may be altered or adjusted 
by device 220 and/or another device based on the determined 
location of user 210 and/or a part of user 210 as described 
herein. Additional information may be added to processed 
images 240 and 241. Such as information 244. Any other 
information, images, or other data may be added to an image 
taken by scene-facing detectors 226a and/or 226b. All such 
information, images, or other data may be generated by 15 
device 220, or received at device 220 through one or more 
means of communications, such as wireless or wired com 
puter network communications. 

Processed images 240 and 241 may be cropped, magnified, 
or otherwise altered in some way based on the position or 
location of user 210 or some part of user 210, such as user's 
head 212 or user's eyes 214 and 216, relative to device 220. In 
one embodiment, user-facing detector 222a detects the loca 
tion of user's right eye 214 relative to device 220 while 
user-facing detector 222b detects the location of user's left 
eye 216 relative to device 220. Device 220 may adjust images 
242 and 243 detected by scene-facing detectors 226a and 
226b to generate processed images 240 and 241 based on the 
detected locations of the user's eyes 214 and 216 relative to 
device 220. In another embodiment, a single user-facing 
detector, such as detector 222a, detects the location of each of 
user's eyes 214 and 216 and device 220 uses this information 
to generate processed images 240 and 241 from a single 
image captured by a single scene-facing detector Such as 
detector 226a, two images captured by a single scene-facing 
detector Such as detector 226a, two images captured by two 
detectors such as Scene-facing detectors 226a and 226b, or 
any combination thereof. When a single user-facing detector, 
Such as detector 222a, is used to determine locations of two or 
more parts of a user relative to a device such as device 220, a 
single captured image may be used to determine the location 
or two or more parts of a user, or two or more captured images 
may be used to determine the location of two or more parts of 
a U.S. 

The processing performed to generate processed images 45 
240 and 241 may include altering or adjusting one or more 
images captured by Scene-facing detector 226 of Scene 230, 
and/or altering or adjusting one or more images associated 
with a virtual environment that are composited with one or 
more scene images. For example, processed images 240 and 50 
241 may include adjusted Scene images composited with a 
computer-generated images of a game character and/or an 
image of a remotely located user participating in an aug 
mented reality application that was transmitted to device 220. 
The computer-generated images of a game character and/or 55 
the images of another user may be adjusted based on the 
location user's eyes 214 and 216 relative to device 220, or the 
location of one or more parts of user 210 relative to device 
220. Image processing may be performed using any of the 
means or methods described herein, or any other processing 60 
means and methods, and all Such embodiments are contem 
plated as within the scope of the present disclosure. 

In an alternative embodiment, device 220 may use one or 
more images captured by one or more user-facing detectors, 
such as detectors 222a and 222b, to calculate the location of 65 
part(s) of a user relative to device 220 from other located 
part(s) of a user. For example, device 220 may use an image 
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of user 210 captured by user-facing detector 222a to deter 
mine the location of user's head 212 relative to device 220. 
From the determined location of user's head 212, device 220 
may perform calculations that result in an estimated or prob 
able location of user's eyes 214 and/or 216 relative to device 
220. Thus, device 220 may use an algorithm or process to 
determine locations of userpart(s) from an actual determined 
location of the user or other userpart(s) derived from a image. 

In another embodiment, user 210 may have affixed to the 
user or a part of the user a device that communicates location 
and/or position information to device 220. For example, user 
210 may be wearing a helmet with communications compo 
nents capable of transmitting messages to device 220 and 
components configured to detect or determine user 210’s 
position or location. All Such means of determining a user's 
position or location relative to a device are contemplated, and 
examples of Such means will be discussed in more detail 
herein. 
The location of a user or a part of a user, Such as user's head 

232 or user's eyes 214 and/or 216, relative to a device may be 
determined using any effective method. Such methods may 
include traditional or three-dimensional facial recognition, 
skin texture analysis, and/or software algorithms designed to 
detect the position of a user or part(s) of a user from an image 
or other detected information, including a representation of a 
user rather than an actual user. Alternatively, a user may have 
affixed upon the user light-emitting glasses, detectable tags, 
or other implements that allow the detection of the user or one 
or more parts of the user. For example, the user may have 
adhesive dots attached to user's head 212 near user's eyes 214 
and 216that are detectable by a specific type of detector, such 
as a detector configured to detect a specific form of radiation 
emitted by the adhesive dots. The detection of these dots may 
be used to determine the location of user's eyes 214 and 216 
relative to device 220. Other methods may be used instead, or 
in conjunction with, these methods. Any method or means 
capable of providing data that may be used to determine the 
location, proximity, or any other characteristic of a user, 
part(s) of a user, or a user's location or the location of part(s) 
of a user is contemplated as within the scope of the present 
disclosure. 

Alternatively, the location of a user or parts of a user 
relative to a device may be determined based on the physical 
location of one or more displays, such as displays 224, 250, 
251, and 110. In one embodiment, a stereoscopic device or 
system may be implemented in a helmet, headgear, or eye 
wear. The location of the user's eyes relative to the headgear 
may be determined by assuming that the user's eyes are 
proximate to the display(s) that are set into the area in the 
helmet, headgear, or eyewear that would normally be proxi 
mate to the eyes when the helmet, headgear, or eyewear is 
affixed to or worn by a user. For example, in a stereoscopic 
device implemented in eyewear with displays set into or 
proximate to where eyeglass lenses would normally be situ 
ated, the device may assume that the user's eyes are just 
behind the displays. Similarly, in a helmet-implemented sys 
tem, the system may assume that the user's eyes are proxi 
mate to an eye-covering portion of the helmet. Alternatively, 
the present systems and methods may be used to determine a 
precise location of a user's eyes, or parts of a user's eyes, such 
as the iris or pupil when the user is wearing a stereoscopic 
headgear, helmet, or eyewear. Such location information may 
improve the stereoscopic imaging provided to a user. Other 
configurations and implementations that determine eye loca 
tions or the locations of other parts of a user based on the 
location of a part of the stereoscopic system assumed to be 
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proximate to the user or a part of the user are contemplated as 
within the scope of the present disclosure. 

FIG.3a illustrates in more detail the image processing that 
may be performed by one embodiment of a stereoscopic 
device or system. User320 may be operating device 310 that 
may have incorporated into it, or may be communicatively 
connected to, user-facing detector 315 and display 312. User 
320 may be looking at display 312 with user's eyes 321 and 
322. In an alternative embodiment, device 310 may have two 
or more user-facing detectors and/or two or more displayS. 
Display 312 may be a display configured to display stereo 
scopic images, and may incorporate components that facili 
tate the display of stereoscopic images, such as one more 
lenticular lenses and/or parallax barriers. 
Any mechanism or means used with display 312 may be 

adjustable to facilitate the viewing of one image or a portion 
of an image by the intended eye. For example, display 312 
may have affixed or be configured with mechanism 314. 
Mechanism 314 may perform the function of a parallax bar 
rier, a lenticular lens or sheet, or other means of obscuring and 
revealing particular areas of an image displayed on display 
312 such that a different area of the displayed image is pre 
sented to each eye of a viewer. Mechanism 314 may be 
mechanically, electrically, or software adjustable so that the 
appropriate areas of a displayed image are viewable by the 
appropriate eyes of a user. 

Device 310 may also include, or be communicatively con 
nected to, Scene-facing detector 316, that may be located on 
the back of device 310, facing scene 330. Alternatively, 
scene-facing detector 316 may be in a separate housing from 
device 310 and may communicate with device 310 using 
wired or wireless communications means. In an alternative 
embodiment, device 310 may have two or more scene-facing 
detectors. 

Scene-facing detector 316 may be detecting scene 330. 
Device 310 and scene 330 may be oriented on an axis 350, 
while user's right eye 322 may be oriented on axis 352. 
Alternatively, another part of the user operating device 310, 
such as user320's head, may be oriented on an axis 352. In 
one embodiment, user's right eye 322 is detected at angle 354 
to the user's left of axis 350 by user-facing detector 315. 
Angle 354 may be used to calculate adjustments that are 
performed on the image or video frame detected by Scene 
facing detector 316 to create processed image 361 as dis 
played on display 312. Processed image 361 may be an entire 
image intended for viewing by the right eye of a user, Such as 
user's right eye 322. Alternatively, processed image 361 may 
be an image containing two or more areas or sections, with 
different sections intended to be viewed by different eyes of a 
USC. 

Processed image 361 may be a cropped subset of the image 
captured by scene-facing detector 316. Device 310 may use 
angle 354, and/or other information about the location and/or 
position of user's right eye 322 relative to device 310, to 
determine a crop area and crop area location of the image 
captured by scene-facing detector 316 so that processed 
image 361 is presented to the user to create an effect of 
looking through a window with user's right eye 322 rather 
than a video or image display. For example, because user's 
right eye 322 is detected to the left of device 310, processed 
image 361 may be cropped and a Subset of the captured image 
from an area generally on the right in the image relative to axis 
350 may be presented on display 312. Also, because user's 
right eye 322 is to the user's right of user's left eye 321, image 
361 as presented to user's right eye 322 may be cropped and 
a Subset of the captured image that reflects how user's right 
eye 322 would see scene 330 may be presented on display 
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312. Alternatively, appropriate sections or areas of processed 
image 361 may adjusted for presentation to user's right eye 
322. Processed image 361 may also be composited with com 
puter-generated or Supplemental images that may be adjusted 
based on angle 354 or other user position information. Meth 
ods and means of cropping and adjusting the image will be 
described in more detail herein. 

In one embodiment, instead of, or in addition to, adjusting 
processed image 361 based on the location of user's right eye 
322 relative to device 310, angle 354 may be used to calculate 
adjustments that are performed to mechanism 314 in order to 
present one or more particular sections or areas of processed 
image 361 to a particular eye of a user. For example, device 
310 may adjust mechanism 314 so that the sections of pro 
cessed image 361 that are intended for user's right eye 322 are 
accessible from the determined location of user's right eye 
322. 

FIG. 3b illustrates a non-limiting example of image pro 
cessing that may be performed by an embodiment of a ste 
reoscopic device for user's left eye 321. Here, user's left eye 
321 is located to the user's left of axis 350 on axis 353, 
creating angle355 between axis 350 and axis 353. Angle355 
may be used to calculate adjustments that are performed on 
the image or video frame detected by Scene-facing detector 
316 to create processed image 362 as displayed on display 
312. Device 310 may use angle355, and/or other information 
about the location and/or position of user's left eye 321 rela 
tive to device 310, to determine a crop area and crop area 
location of the image captured by scene-facing detector 316 
so that a Subset of the image from an area generally on the 
right of the image relative to axis 350 is displayed in pro 
cessed image 365. Also, because user's left eye 321 is to the 
user's left of user's right eye 322, image 362 as presented to 
user's left eye 321 may be cropped and a subset of the cap 
tured image that reflects how user's left eye 321 would see 
scene 330 may be presented on display 312. Alternatively, 
appropriate sections or areas of processed image 362 may 
adjusted for presentation to user's left eye 321. Processed 
image 362 may also be composited with computer-generated 
or Supplemental images that may be adjusted based on angle 
354 or other user position information. Angle355 may also be 
used to adjust mechanism 314 in order to present appropriate 
sections or areas of processed image 362 to user's left eye 
321. 

In another embodiment, the distance between a user or a 
part of a user and a device may be used to alter the images 
(scene images, computer-generated images, and/or compos 
ited images) presented to the user to implement a lens effect. 
In FIG. 4a, user's right eye 322 is detected by user-facing 
detector 315 of device 310 to be distance 410 away from 
device 310. If device 310 determines that distance 410 is 
closer to device 310 than a predetermined viewing distance, 
device 310 may increase the amount of the image collected by 
scene-facing detector 316 to create processed image 420. 
This may create the effect of objects appearing to be the same 
size relative to the location of the user or part of the user. 
Device 310 may also reduce or otherwise adjust computer 
generated or Supplemental images associated with a virtual 
environment to maintain a realistic view of Such virtual 
objects. 

Alternatively, as seen in FIG. 4b, if user's right eye 322 is 
determined to be at a distance 415 that is greater than a 
predetermined viewing distance, device 310 may magnify or 
crop and expand a section of the image collected by Scene 
facing detector 316 that is presented to the user as processed 
image 425. In one embodiment, Such determinations are also 
performed for user's left eye 321, and a captured image or 
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Video frame, or sections of a captured image or video frame, 
are processed to generate an appropriate image, video frame, 
or section of an image or video frame for user's left eye 321. 
Also, device 310 may adjust or otherwise configure mecha 
nism 314 based on the determination of a distance between a 
user's eye or other part of a user, such as distances 410 and 
415. Device 310 may also magnify, enlarge, or otherwise 
adjust computer-generated or Supplemental images associ 
ated with a virtual environment to maintain a realistic view of 
such virtual objects. 

Note that any combination of lens effect and image crop 
ping may be used to create a processed image that is presented 
to a user or a user's eyes. Note also that effects or other 
manipulations of an image (scene images, computer-gener 
ated images, and/or Supplemental images) may be performed 
for purposes of distorting an image presented to a user rather 
than making an image more realistic for a user. For example, 
in Some embodiments images may be processed resulting in 
exaggerated perspectives, such as a small change in the posi 
tion of the user relative to a device results in a large change in 
the image presented to the user. Alternatively, images may be 
processed to reflect the opposite or a different perspective 
than what would be expected. For example, a user may move 
closer to a device, and the image may be magnified rather than 
reduced. Such embodiments may be used for entertainmentor 
any other purpose, and all such embodiments are contem 
plated as within the scope of the present disclosure. 

Lens effects and image cropping may be performed based 
on the determination of any position of location of a user or 
one or more parts of a user within three-dimensional space 
relative to a device and/or display. For example, a user may 
move closer to and to the right of a user-facing detector and/or 
a display device, resulting in the system shifting left and 
enlarging a selected region of the captured image. Such an 
image may also be further adjusted to present animage appro 
priate for a particular user's eye. Also, detection of the user or 
parts of the user being higher or lower in altitude relative to an 
axis may be used to determine a Subset presented to the user 
or a particular eye of a user. For example, a user's right eye 
may be higher than an axis of the device and/or the scene, and 
therefore a Subset of the image generally located in a lower 
portion of a captured image may be presented to the user's 
right eye on a display. Likewise, a user's left eye may be lower 
than an axis of the device and/or the scene, and therefore a 
Subset of the image generally located in a higher portion of a 
captured image may be presented to the user's left eye on a 
display. Adjustments of a stereoscopic mechanism, Such as 
mechanism 314, may also be made based on the detection of 
a location of a user's eyes relative to a device and/or display, 
other parts or a user, or the user as a whole. 

Alterations may also be performed on images presented to 
a user that are part of the virtual environment of an augmented 
reality application or system. Computer-generated images or 
images of actual users and/or objects that are not physically in 
the space captured by a scene-facing detector may be ren 
dered using user location or position information so that Such 
images appear correct in perspective and more realistic to the 
user. As with images captured by a scene-facing detector, 
computer-generated images may be adjusted in any dimen 
sion based on the location or position of the user relative to a 
device or detector using any of the methods or means 
described herein. Any combination of image alterations and 
any means and methods used to accomplish them are contem 
plated as within the scope of the present disclosure. Any 
combination of these image alterations and mechanism 
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12 
adjustments, and any means and methods used to accomplish 
them, are contemplated as within the Scope of the present 
disclosure. 

In some embodiments, such image alterations are per 
formed continuously. For example, when used in video appli 
cations, image alterations may be performed on each video 
frame and altered images presented to a user in real, or near 
real, time, thus enabling a truly interactive experience. 
Images may be altered in other ways as well, including aug 
menting images to include graphics, other video images, and 
any other information or data that may be desired. For 
example, images altered by the presently disclosed stereo 
scopic device or system may be used in an augmented reality 
application. 

In other embodiments, a single image may be used to 
calculate a position or location of both of the user's eyes 
relative to a display anchor device individually. For example, 
user-facing detector 315 may capture a single image and 
determine the location of user's left eye 321 and user's right 
eye 322 relative to device 310 from the single image. Alter 
natively, user-facing detector 315 may capture a first image 
and determine the location of user's left eye 321 relative to 
device 310 from the first image, and then capture a second 
image and determine the location of user's right eye 322 
relative to device 310 from the second image. In yet another 
alternative, device 310 may be configured with two or more 
user-facing detectors, and one or more of the user-facing 
detectors may be dedicated to capturing images to be used for 
the determination of a location of a single eye relative to a 
display and/or device, such as user's left eye 321 or user's 
right eye 322. 

Similarly, a single image may be used to generate a first 
processed image for user's right eye 322 and a second pro 
cessed image for user's left eye 321. For example, scene 
facing detector 316 may capture one image that is processed 
to generate a first image for user's left eye 321 based on a 
determination of the location ofuser's left eye 321 (regardless 
of how Such a determination is made) and a second image for 
user's right eye 322 based on a determination of the location 
of presented to user's right eye 322 (regardless of how such a 
determination is made.) Alternatively, device 310 may be 
configured with two or more scene-facing detectors, and one 
or more of the scene-facing detectors may be dedicated to 
capturing images to be used for the generation of images for 
viewing by a single eye. Such as user's left eye 321 or user's 
right eye 322. In yet another alternative, device 310 may have 
a single scene-facing detector, Such as Scene-facing detector 
316, that may be configured to capture a first image to be 
processed and used to generate a first processed image for 
user's left eye 321, and a second image to be processed and 
used to generate a second processed image for user's right eye 
322. All such means and methods of determining eye or other 
user part(s) locations or positions and all Such means and 
methods of capturing images for Such determination and for 
generation of processed images for presentation to a user or a 
part of a user, and all combinations thereof, are contemplated 
as within the scope of the present disclosure. 

FIG. 5 is a non-limiting, exemplary graphical representa 
tion of the locations of the various elements that may be 
present in a stereoscopic device or system and their relative 
geometry. In FIG. 5, representations of elements of the sys 
tem and their geometric relationships are set forth on a rect 
angular coordinate system with X axis 510 and y axis 520 
representing a single plane in the three-dimensional space in 
which a stereoscopic device or system may be implemented 
and/or operated. The plane represented may be hie horizontal 
plane, the vertical plane, or any plane in three-dimensional 
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space. A user or part of a user, Such as a user's right eye, may 
be located at user point 500. The user may be operating a 
device embodying the presently disclosed device or system, 
in whole or in part, that may have display 560 with center 
point 536 that occupies the area between points 534 and 538 
in the represented plane. 

Line 552 may run perpendicular toy axis 520, intersecting 
y axis 520 at point 532. Line554 may run from user point 500 
to the right edge (from the perspective of user point 500) of 
display 560, intersecting y axis 520 at point 534 ('B' in the 
equations to follow). Alternatively, point 534 may be the top 
edge, bottom edge, or left edge of display 560. Line 558 may 
run from user point 500 to the left edge (from the perspective 
of user point 500) of display 560, intersecting y axis 520 at 
point 538 (D. in the equations to follow). Alternatively, point 
534 may be the top edge, bottom edge, or right edge of display 
560. Line 556 may run from user point 500 to the center of 
display 560, intersecting axis 520 at point 536 (Cas used 
equations to follow). The distance from edge of display 560 at 
point 534 to the center of display 560 at point 536 may be 
distance BC, and the distance from edge of display 560 at 
point 538 to the center of display 560 at point 536 may be 
distance CD. 

Angle 544 may be the angle created by lines 554 and 558, 
which may represent the field of view (eyeFOV) from a user's 
eye (or other part of a user, Such as users head, for example) 
represented by user point 500. Angle 548 may be the angle 
between line 556 and x axis 510 (eyeAngle). Line 556 may 
have a length d that represents the distance from user point 
500 to the center of display 560 at point 536. In one embodi 
ment, eyeFOV may be useful in determining the section of an 
image or video frame to display to a user's eye on a display 
that is part of a stereoscopic device or system, as will be set 
forth in more detail below. In another embodiment, eyeFOV 
may be useful in determining an adjustment or configuration 
ofastereoscopic mechanism or component, such as a parallax 
barrier, a lenticular lens, and/or a lenticular sheet. In some 
embodiments, an eyeFOV value may be determined for both 
the vertical and horizontal planes. In other embodiments, an 
eyeFOV may be determined for both a user's left eye and a 
user's right eye. 

In order to obtain the eyeFOV, in one embodiment, the 
following equation may be used: 

disin(eyeAngle) + CD 
d cos(eyeAngle) 

disin(eyeAngle) - BC 
FOW = arct eye 3Cl3 d cos(eyeAngle) |-arcian 
Note that in the equation shown above, as well as those to 

follow, multipliers may be used, or variables or other ele 
ments of the equations may be altered in order to obtain 
varying results. When the equations are used as shown, the 
change in perspective of a user or apart of user that is obtained 
matches a 1-to-1 change in the location or position of the user 
or part of a user. Alternatively, by manipulating the equations 
shown, and/or by using multipliers, the perspective obtained 
may not be a 1-to-1 correspondence to the change in the 
location or position of the user or part of a user. For example, 
a large change in the location or position of a user or a part of 
a user may result in only a small change in calculated per 
spective, or, in another embodiment, a small change in the 
location or position of a user or a part of a user may result in 
a large change in calculated perspective. All Such embodi 
ments are contemplated as within the scope of the present 
disclosure. 
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In some embodiments, further processing or calculations 

may be performed prior to or in addition to the calculations 
described herein. For example, methods and means of cor 
recting for lens distortion and perspective distortion may be 
performed. Any type of lens or perspective distortion may be 
corrected for at any point when performing the methods 
described herein. Such correction may take the form of image 
warping, distortion compensation, or any other means of 
method. Such correction may be performed on Scene images 
and/or user images. In one embodiment, lens and/or perspec 
tive distortion correction is performed on one or more scene 
images before further calculations as described herein are 
performed in order to render a more accurate dynamic per 
spective image. All methods and means of correcting for any 
type of distortion are contemplated as within the scope of the 
present disclosure. 

In some embodiments, the image or video frame presented 
to an eye of a user or a user in a stereoscopic device or system 
may be an image containing a Subset of an image captured by 
a scene-facing detector or camera. FIG. 6 shows one exem 
plary, non-limiting representation of how an image captured 
by a scene-facing camera may be cropped to create an image 
presented to a user's eye. Scene image 610 represents an 
image captured by a scene-facing camera or detector. User 
image 620 represents an image presented to a user's eye that 
may be a subset of scene image 610. The center of scene 
image 610 is represented by scene image center point 612 
(imageOenter). The center of user image 620 is represented 
by user image center point 622 (cropCenter). 

Scene image 610 may be measured in radians (or any other 
unit) of the scene-facing detector's field of view (cam 
eraFOV) and pixels of the scene image (imageSize). In one 
embodiment, these measurements can be used in conjunction 
with values determined using the equation shown above to 
determine the crop size and location of user image 620. First, 
a value of pixels per radian for each dimension may be deter 
mined using the scene-facing detector's field of view (cam 
eraFOV) and pixels of the scene image (imageSize) using the 
following equation. Note that in the following equations, the 
Subscript, “xy' is used to indicate that the equations may be 
used to calculate values in either the X or they dimension: 

imageSize, 
pixelsperRadian = cameraFOV, Cia xy 

Next, the size of user image 620 in pixels may be deter 
mined for each dimension using the following equation: 

cropSize=eyeFOV*pixelsPerRadian 
Finally, alter determining the size of user image 620 in 

pixels, user image center point 622 (cropCenter) may be 
determined so that the appropriate subset of scene image 610 
may be cropped from Scene image 610 to create user image 
620 for presentation to a particular eye of a user. The follow 
equation may be used to determine user image center point 
622 (cropCenter): 

cropCenter-imageCenter 
(eyeAngle.*pixelsPerRadian) 

Once user image center point 622 and the size of user 
image 620 in pixels is determined, Scene image 610 can be 
cropped in the determined area creating user image 620. This 
may create an image that can be presented to a user that shows 
an image resembling what a user would see through a par 
ticular eye if the user were looking at the scene through a 
window located at the point where the display on which the 
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user image 620 is presented is located. Note that in the equa 
tions shown above multipliers may be used, or variables or 
other elements of the equations may be altered, in order to 
obtain varying results. Other processing may be performed on 
user image 620 before it is presented to the user, including 
augmenting user image 620 with additional video, graphics, 
text, or any other data or information that may be desired. This 
additional visual data may also be adjusted based on the 
results of any of the calculations performed as described 
herein and/or on the relative location of a user or a part of a 
user. Other means and methods of determining the size, loca 
tion, and other alterations of user image 620 may be used, and 
all Such means and methods are contemplated as within the 
Scope of the present disclosure. 

FIG. 7 illustrates a non-limiting exemplary method 700 for 
implementing a stereoscopic device or system. At block 710, 
a user-facing image is captured using a user-facing camera or 
detector of any type disclosed herein, or any other type of 
camera or detector capable of capturing data related to a user. 
Alternatively, two or more user-facing images may be cap 
tured. For example, a stereoscopic device may be configured 
with two or more user-facing detectors, and may capture two 
or more user-facing images with multiple detectors. Each 
user-facing image may be intended for use in determining the 
position of each eye. In another embodiment, one user-facing 
detector may capture two or more user-facing images, with 
each of the two or more user-facing images intended for use 
in determining the location or position of a single eye. In Such 
embodiments, the user-facing images may be captures in 
rapid Succession so as to capture the position or location of 
for example, each user's eye in close temporal proximity. All 
such embodiments, and variations and/or combinations 
thereof, are contemplated as within the scope of the present 
disclosure. 
At block 715, a scene-facing image is captured using a 

scene-facing camera or detector of any type disclosed herein, 
or any other type of camera or detector capable of capturing 
data related to a scene. Alternatively, two or more scene 
facing cameras or detectors may capture two or more scene 
facing images. Each of the captured scene-facing images may 
be intended to be processed into an image to be presented to 
a particular user's eye. In another embodiment, two or more 
scene-facing images may be captured by a single scene-fac 
ing detector, with each captured scene-facing image intended 
to processed into an image to be presented to a particular 
user's eye. In Such embodiments, the scene-facing images 
may be captures in rapid Succession so as to capture images of 
the detected space or area that are close in temporal proxim 
ity. All Such embodiments, and variations and/or combina 
tions thereof, are contemplated as within the scope of the 
present disclosure. 
The images captured at blocks 710 and 715 may be cap 

tured simultaneously so that the images are temporally syn 
chronized and the one or more processed images that are 
presented to the user represent an accurate real-time view. In 
other embodiments, the images captured at blocks 710 and 
715 may not be captured simultaneously. All such embodi 
ments are contemplated as within the scope of the present 
disclosure. 
At block 720, a position or a location of a user's left eye 

relative to the display is determined. This may be accom 
plished using any of the methods and means disclosed herein, 
or by using any other effective means of determine the posi 
tion of a user's eye. Alternatively, the position or location of 
another part of the user, such as the user's head, or the user's 
entire body, may be determined, in one embodiment, using 
the means and methods set forth herein. The determined 
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position may be the three-dimensional position of the user's 
left eye (or other part of the user, or the user as a whole), 
including a distance or angle in the horizontal and/or vertical 
planes relative to the display, as well as a distance from the 
display. Alternatively, a Subset of the possible position mea 
Surements of the user's position may be used. 

In some embodiments, a specific part or parts of a user will 
be detected and measured for position relative to a display 
and/or device. Such as a user's head, eyes, or torso. Alterna 
tively, the entire user may be measured for position relative to 
a display and/or device from the user-facing image. In Such 
embodiments, the location or position of the user's left eye 
relative to a display and/or device may be determined by 
using estimates, averages, algorithms, or any other means 
based on the determined location of the user's body or part of 
the user's body such as the head. For example, the position or 
location of the user's head may be determined at block 720. 
An algorithm may then be used to determine the location of 
the eyes based on the knowledge that the average person’s 
eyes are vertically in the middle of the head and 2.5 inches 
apart. Using Such an algorithm (which is exemplary and not 
intended to be limiting), it may be determined that the user's 
left eye is 1.75 inches to the user-facing detector's right on the 
horizontal center of the user's head. Any other means and 
methods of extrapolating the location of a user's eye are 
contemplated as within the scope of the present disclosure. 

In other embodiments, a representation of the user or a part 
or parts of the user may be measured for position. For 
example, a user may have affixed upon the user's head one or 
more detectable stickers, patches, or other indicator(s) com 
posed of detectable material that are then detected by the 
user-facing detector. Alternatively, a user may be wearing 
glasses or other headgear that are detectable by a user-facing 
detector. In yet another embodiment, a user may be operating 
a device or other mechanism that serves as a proxy for the 
user, such as a robot or remote-controlled device. This 
remote-controlled device may be detected and measured for 
position at block 710. All such embodiments are contem 
plated as within the scope of the present disclosure. 
At block 721, the same determination is performed for the 

user's right eye, and all embodiments contemplated for deter 
mining the location of the user's left eye are contemplated for 
determining the location of the user's right eye. 
At block 730, an angle and field of view of user's left eye 

may be determined. At block 731, an angle and field of view 
ofuser's right eye may be determined. These determinations 
may be performed using the means described hereinfor deter 
mining these values, or alternate means may be used. 

Using the determined angle and field of view values for 
each eye, at blocks 740 and 741 the scene-facing image crop 
rectangle for the user's left and right, eye, respectively, may 
be determined. Such a determination may include determin 
ing both the location and the dimensions of a crop rectangle 
for each eye in relation to the scene-facing image. This crop 
rectangle may be determined using the means described 
herein for determining the Subset of a scene-facing image to 
use for a user image, or alternate means may be used. All Such 
embodiments are contemplated as within the scope of the 
present disclosure. 
At blocks 750 and 751, the scene-facing image or images 

captured at block 715 may be cropped using the crop rect 
angles determined at blocks 740 and 741 for each eye. Also at 
blocks 750 and 751, the cropped images for each eye may be 
augmented with additional data, images, graphics, or other 
information as desired, for example when the resulting 
images are to be used in an augmented reality application. In 
another embodiment, additional data, images, etc. are added 
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to or composited with the scene-facing image or images 
before the scene-facing image or images are cropped. 
Regardless of when additional data is composited with the 
scene-facing image. Such additional data may also be 
adjusted or modified at blocks 750 and 751 based on the 
location of the user as determined and/or the calculations 
performed at blocks 720, 721,730, 731, 740, and 741. Alter 
natively, no additional data or information may be added to 
the cropped images. In yet another embodiment, no cropping 
may be performed, and additional data, images, graphics, or 
other information may be added to the scene-facing images as 
part of the processing to generate user images for each eye. 

At block 760, the augmented and/or cropped image 
intended for viewing by the user's left eye is rendered on a 
display using any effective means or methods. At block 761, 
the augmented and/or cropped image intended for viewing by 
the user's right eye is rendered on a display using any effec 
tive means or methods. It is contemplated that separate 
images may be displayed to each of the user's eye using 
separate displays or by rapidly alternating the separate 
images on a single display. Alternatively, different section or 
areas of a single image may be generated at the blocks 
described in the method shown in FIG. 7, and the total image 
may be presented to a user on a display using stereoscopic 
technology (for example, parallax barriers or lenticular 
screens/sheets) that facilitates the display of particular sec 
tions of an image to one particular eye of a user. It is also 
contemplated that a user may employ additional means. Such 
as shutter glasses, to view the images presented in some 
embodiments. Any other variations on these means or meth 
ods, and ail other methods and means of displaying an image 
or video, Stereoscopic or otherwise, are contemplated as 
within the scope of the present disclosure. 

At block 770, one or more stereoscopic mechanisms may 
be adjusted based on the determined position of the left eye. 
Likewise, at block 771, one or more stereoscopic mechanisms 
may be adjusted based on the determined position of the right 
eye. Such adjustments may be electrically, mechanical, 
chemical, or software implemented, and may be performed 
independently for each eye or a single adjustment may be 
implemented taking into account the location of both eyes. 
For example, a parallax barrier may be physically shifted in 
any dimension based on the location of the user's left and 
right eyes so that the stereoscopic effects of the displayed 
image may be optimized for the user. Any other adjustments 
or configurations of a stereoscopic mechanism that may be 
implemented based on the location of a user's eye, body, or 
other part of a user or representation of a user or part of a user 
are contemplated. 

Note that the actions performed at blocks 770 and 771 may 
not be performed in every embodiment of the present disclo 
sure. Also, the actions performed at the blocks of method 700 
may be performed in any sequence. For example, adjustments 
of stereoscopic mechanism(s) may be performed immedi 
ately following the determination of the location of one or 
both of the user's eyes (or any other part of the user), and the 
image processing may be performed thereafter. Alternatively, 
such actions may be performed in a different order or simul 
taneously. All Such embodiments are contemplated as within 
the scope of the present disclosure. 

At block 780, a determination is made as to whether addi 
tional images or video frames are to be captured and pro 
cessed. If not, for example where one user-facing image or 
Video frame and one scene-facing image or video frame were 
captured, the method is complete. Alternatively, in one 
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embodiment, the method returns to blocks 710 and 715 to 
repeat the process, for example, to render ongoing video 
images. 
The methods and systems described herein may be imple 

mented on one or more devices, components, or systems that 
are currently available or may be developed. Such devices, 
components, and systems may be designed or configured to 
implement parts of or a complete stereoscopic device or sys 
tem, and/or may be used for additional tasks or functions as 
well as implementing parts of or a complete stereoscopic 
device or system. Non-limiting exemplary devices, compo 
nents, and systems that may be used in implementing a ste 
reoscopic device or system, in whole or in part, are described 
in further detail below. 
Exemplary Networked and Distributed Environments 
One of ordinary skill in the art can appreciate that a com 

puter or gaming console, or other client or server device, 
including handheld communications devices, mobile tele 
phones, personal data assistants (PDAs), or any other device 
with computing and communications capabilities, can be 
deployed as part of a computer network, or in a distributed 
computing environment. In this regard, the present disclosure 
pertains to any stereoscopic device or system, computer sys 
tem, or virtual or augmented reality environment system as 
described herein, having any number of memory or storage 
units, and any number of applications and processes occur 
ring across any number of storage units or Volumes, which 
may be used in connection with a stereoscopic device or 
system. The present disclosure may apply to an environment 
with server computers and client computers deployed in a 
network environment or distributed computing environment 
having remote or local storage. The present disclosure may 
also be applied to standalone computing devices, having pro 
gramming language functionality, interpretation and execu 
tion capabilities for generating, receiving and transmitting 
information in connection with one or more stereoscopic 
devices or systems. 

Distributed computing facilitates may share computer 
resources and services by direct exchange between comput 
ing devices and systems, such as transmission of a captured 
user-facing or scene-facing images by a detector or camera to 
a computing device configured to communicate with several 
detectors or cameras. These resources and services include 
the exchange of information, cache storage, and disk storage 
for files. Distributed computing takes advantage of network 
connectivity, allowing clients to leverage their collective 
power to create and participate in Sophisticated virtual envi 
ronments. In this regard, a variety of devices may have appli 
cations, objects or resources that may implicate a stereo 
scopic device or system that may utilize the techniques of the 
present Subject matter. 

FIG. 8 provides a schematic diagram of an exemplary 
networked or distributed system in which one or more stereo 
scopic devices or systems may be implemented, in some 
embodiments as part of a virtual or augmented reality envi 
ronment system. The distributed System comprises server 
computing objects 80a, 80b, etc. and computing objects or 
devices 820a, 820b, 820c, etc. These objects may be personal 
computers, gaming consoles, portable devices, mobile com 
munications devices, digital or analog cameras, other forms 
of detectors, or any other computing device. These objects 
may comprise programs, methods, data stores, program 
mable logic, etc. The objects may comprise portions of the 
same or different devices such as personal digital assistants 
(PDAs), televisions, Moving Picture Experts Group (MPEG 
1) Audio Layer-3 (MP3) players, televisions, personal com 
puters, etc. Each object can communicate with another object 
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by way of the communications network 84. This network may 
itself comprise other computing objects and computing 
devices that provide services to the system of FIG. 8. This 
network may include wired and/or wireless components. In 
accordance with an aspect of the present disclosure, each 
object 80a, 80b, etc. or 820a, 820b, 820c, etc. may contain an 
application that might function as a component or element of 
a stereoscopic device or system. 

In a distributed computing architecture, computers, which 
may have traditionally been used solely as clients, may com 
municate directly among themselves and may act as both 
clients and servers, assuming whatever role is most efficient 
for the network or the virtual or augmented reality environ 
ment system. This reduces the load on servers and allows all 
of the clients to access resources available on other clients, 
thereby increasing the capability and efficiency of the entire 
network. A virtual or augmented reality environment system 
or a stereoscopic device or system in accordance with the 
present disclosure may thus be distributed among servers and 
clients, acting in a way that is efficient for the entire system. 

Distributed computing can help users of stereoscopic 
devices or systems interact and participate in a virtual or 
augmented reality environment across diverse geographic 
boundaries. Moreover, distributed computing can move data 
closer to the point where data is consumed acting as a network 
caching mechanism. Distributed computing also allows com 
puting networks to dynamically work together using intelli 
gent agents. Agents reside on peer computers and communi 
cate various kinds of information back and forth. Agents may 
also initiate tasks on behalf of other peer systems. For 
instance, intelligent agents can be used to prioritize tasks on a 
network, change traffic flow, search for files locally, or deter 
mine anomalous behavior Such as a virus and stop it before it 
affects the network. All sorts of other services may be con 
templated as well. Since a virtual or augmented reality envi 
ronment system may in practice be physically located in one 
or more locations, the ability to distribute information and 
data associated with a virtual or augmented reality environ 
ment system is of great utility in Such a system. 

It can also be appreciated that an object, such as 820c, may 
be hosted on another computing device 80a, 80b, etc. or 820a, 
820b, etc. Thus, although the physical environment depicted 
may show the connected devices as computers, such illustra 
tion is merely exemplary and the physical environment may 
alternatively be depicted or described comprising various 
digital devices such as gaming consoles, PDAs, televisions, 
mobile telephones, cameras, detectors, etc., Software objects 
such as interfaces, COM objects and the like. 

There are a variety of systems, components, and network 
configurations that may support stereoscopic devices or sys 
tems. For example, computing systems and detectors or cam 
eras may be connected together by wired or wireless systems, 
by local networks, or by widely distributed networks. Cur 
rently, many networks are coupled to the Internet, which 
provides the infrastructure for widely distributed computing 
and encompasses many different networks. 
The Internet commonly refers to the collection of networks 

and gateways that utilize the Transport Control Protocol/ 
Interface Program (TCP/IP) suite of protocols, which are 
well-known in the art of computer networking. The Internet 
can be described as a system of geographically distributed 
remote computer networks interconnected by computers 
executing networking protocols that allow users to interact 
and share information over the networks. Because of such 
wide-spread information sharing, remote networks such as 
the Internet have thus far generally evolved into an open 
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system for which developers can design software applications 
for performing specialized operations or services, essentially 
without restriction. 

Thus, the network infrastructure enables a host of network 
topologies such as client/server, peer-to-peer, or hybrid archi 
tectures. The "client is a member of a class or group that uses 
the services of another class or group to which it is not related. 
Thus, in computing, a client is a process, i.e., roughly a set of 
instructions or tasks, that requests a service provided by 
another program. The client process utilizes the requested 
service without having to “know’ any working details about 
the other program or the service itself. In a client/server 
architecture, particularly a networked system, a client is usu 
ally a computer that accesses shared network resources pro 
vided by another computer, e.g., a server. In the example of 
FIG. 8, computers 820a, 820b, etc. can be thought of as 
clients and computers 80a, 80b, etc. can be thought of as the 
server where server 80a, 80b, etc. maintains the data that is 
then replicated in the client computers 820a, 820b, etc. 
A server is typically a remote computer system accessible 

over a local network such as a LAN or a remote network such 
as the Internet. The client process may be active in a first 
computer system, and the server process may be active in a 
second computer system, communicating with one another 
over a communications medium, thus providing distributed 
functionality and allowing multiple clients to take advantage 
of the information-gathering capabilities of the server. 

Client and server communicate with one another utilizing 
the functionality provided by a protocol layer. For example, 
Hypertext-Transfer Protocol (HTTP) is a common protocol 
that is used in conjunction with the World Wide Web 
(WWW). Typically, a computer network address such as a 
Universal Resource Locator (URL) or an Internet Protocol 
(IP) address is used to identify the server or client computers 
to each other. The network address can be referred to as a 
URL address. For example, communication can be provided 
over a communications medium. In particular, the client and 
server may be coupled to one another via TCP/IP connections 
for high-capacity communication. 

Thus, FIG. 8 illustrates an exemplary networked or distrib 
uted environment, with a server in communication with client 
computers via a network/bus, in which the present disclosure 
may be employed. In more detail, a number of servers 80a, 
80b, etc., are interconnected via a communications network/ 
bus 84, which may be a LAN, WAN, intranet, the Internet, 
etc., with a number of client or remote computing devices 
820a, 820b, 820c, 820d, 820e, etc., such as a portable com 
puter, handheld computer, thin client, networked appliance, 
mobile telephone, personal computer, gaming console, cam 
era, detector, or other device, in accordance with the present 
disclosure. It is thus contemplated that the present disclosure 
may apply to any computing device that may communicate, 
interact, and/or operate in or with a stereoscopic device or 
system. 

In a network environment in which the communications 
network/bus 84 is the Internet, for example, the servers 80a, 
50b, etc. can be web servers with which the clients 820a, 
820b, 820c, 820d, 820e, etc. communicate via any of a num 
ber of known protocols such as HTTP Servers 80a, 80b, etc. 
may also serve as clients 820a, 820b, 820c, 820d, 820e, etc., 
as may be characteristic of a distributed virtual environment 
or a distributed Stereoscopic system. Communications may 
be wired or wireless, where appropriate. Client devices 820a, 
820b,820c, 820d, 820e, etc. may or may not communicate via 
communications network/bus 84, and may have independent 
communications associated therewith. Each client computer 
820a, 820b, 820c, 820d, 820e, etc. and server computer 80a, 
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80b, etc. may be equipped with various application program 
modules or objects 835 and with connections or access to 
various types of storage elements or objects, across which 
files, images, or frames may be stored or to which portion(s) 
of files, images, or frames may be downloaded or migrated. 
Any computers 80a, 80b, 820a, 820b, 820c, 820d, 820e, etc. 
may be responsible for the maintenance and updating of 
database 800 or other storage element in accordance with the 
present subject matter, such as a database or memory 800 for 
storing stereoscopic system data, such as captured, aug 
mented, and/or modified files, images, and/or frames. Data 
base 800 and one or more of computers 80a, 80b,820a, 820b, 
820c, 820d, 820e, etc., may form elements of a stereoscopic 
device or system as described herein and may interact with 
other components or elements of a stereoscopic device or 
system according to the present disclosure. Thus, the present 
disclosure can be utilized in a computer network environment 
having client computers 820a, 820b, 820c, 820d, 820e, etc. 
that can access and interact with a computer network/buS 84 
and server computers 80a, 80b, etc. that may interact with 
client computers 820a, 820b,820c,820d,820e, etc. and other 
like devices, and databases 800. 
Exemplary Computing Environment 

FIG.9 and the following discussion are intended to provide 
a brief general description of a suitable computing environ 
ment in which the present disclosure or parts thereof may be 
implemented. It should be understood, however, that hand 
held, portable, and other computing devices and computing 
objects of all kinds are contemplated for use in connection 
with the present disclosure, as described above. Thus, while a 
general purpose computer is described below, this is but one 
example, and the present disclosure may be implemented 
with other computing devices, such as a thin client having 
network/bus interoperability and interaction. The present dis 
closure may be implemented in an environment of networked 
hosted services in which very little or minimal client 
resources are implicated, e.g., a networked environment in 
which the client device serves merely as an interface to the 
network/bus, such as an object placed in an appliance, or 
other computing devices and objects as well. In essence, 
anywhere that a stereoscopic device or system may be 
employed is a desirable, or suitable, environment for the 
Stereoscopic devices or systems of the disclosure. 

Although not required, the present disclosure can be imple 
mented via an operating system, for use by a developer of 
services for a device or object, and/or included within appli 
cation Software that operates in connection with a stereo 
scopic device or system. Software may be described in the 
general context of computer-executable instructions, such as 
program modules, being executed by one or more computers, 
Such as client workStations, servers, gaming consoles, mobile 
devices, or other devices. Generally, program modules 
include routines, programs, objects, components, data struc 
tures and the like that perform particular tasks or implement 
particular abstract data types. Typically, the functionality of 
the program modules may be combined or distributed as 
desired in various embodiments. Moreover, those skilled in 
the art will appreciate that the present disclosure may be 
practiced with other computer system configurations. Other 
well known computing systems, environments, and/or con 
figurations that may be suitable for use with the present sub 
ject matter include, but are not limited to, personal computers 
(PCs), gaming consoles, automated teller machines, server 
computers, hand-held or laptop devices, multi-processor sys 
tems, microprocessor-based systems, programmable con 
Sumer electronics, network PCs, appliances, environmental 
control elements, minicomputers, mainframe computers, 
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digital cameras, wireless telephones, and the like. The disclo 
Sure may also be practiced in distributed computing environ 
ments where tasks are performed by remote processing 
devices that are linked through a communications network/ 
bus or other data transmission medium, as described herein in 
regard to FIG. 8. In a distributed computing environment, 
program modules may be located in both local and remote 
computer storage media including memory storage devices, 
and client nodes may in turn behave as server nodes. 

FIG. 9 thus illustrates an example of a suitable computing 
system environment 900 in which the present subject matter 
or parts thereof may be implemented, although as made clear 
above, computing system environment 900 is only one 
example of a Suitable computing environment and is not 
intended to Suggest any limitation as to the scope of use or 
functionality of the disclosure. Devices functioning as com 
ponents or parts of a stereoscopic device or system may be 
implemented using a system such as computing system envi 
ronment 900, but those skilled in the art will recognize that 
there are other appropriate systems in which to implement the 
present disclosure. Computing system environment 900 
should not be interpreted as having any dependency or 
requirement relating to any one or combination of compo 
nents illustrated in the exemplary operating environment 900. 

With reference to FIG. 9, an exemplary system for imple 
menting the disclosure includes a general purpose computing 
device in the form of a computer 910. Components of com 
puter 910 may include, but are not limited to, a processing 
unit 920, a system memory 930, and a system bus 921 that 
couples various system components including the system 
memory to the processing unit 920. The system bus 92.1 may 
be any of several types of bus structures including a memory 
bus or memory controller, a peripheral bus, and a local bus 
using any of a variety of bus architectures. By way of 
example, and not limitation, such architectures include Indus 
try Standard Architecture (ISA) bus, Micro Channel Archi 
tecture (MCA) bus, Enhanced ISA (EISA) bus, Video Elec 
tronics Standards Association (VESA) local bus, and 
Peripheral Component Interconnect (PCI) bus (also known as 
Mezzanine bus.) 
Computer 910 typically includes a variety of computer 

readable media. Computer-readable media can be any avail 
able media that can be accessed by computer 910 and includes 
both volatile and nonvolatile media and removable and non 
removable media. By way of example, and not limitation, 
computer-readable media may comprise computer storage 
media and communication media. Computer storage media 
includes both volatile and nonvolatile and removable and 
non-removable media implemented in any method or tech 
nology for storage of information Such as computer-readable 
instructions, data structures, program modules or other data. 
Computer storage media includes, but is not limited to, Ran 
dom. Access Memory (RAM), Read Only Memory (ROM), 
Electrically Erasable Programmable Read Only Memory 
(EEPROM), flash memory or other memory technology, 
Compact Disk Read Only Memory (CDROM), digital versa 
tile disks (DVD) or other optical disk storage, magnetic cas 
settes, magnetic tape, magnetic disk storage or other mag 
netic storage devices, or any other medium that can be used to 
store the desired information and that can accessed by com 
puter 910. Communication media typically embodies com 
puter-readable instructions, data structures, program modules 
or other data in a modulated data signal Such as a carrier wave 
or other transport mechanism and includes any information 
delivery media. The term “modulated data signal means a 
signal that has one or more of its characteristics set or changed 
in Such a manner as to encode information in the signal. By 
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way of example, and not limitation, communication media 
includes wired media such as a wired network or direct-wired 
connection, and wireless media Such as acoustic, RF, infrared 
and other wireless media. Combinations of any of the above 
should also be included within the scope of computer-read 
able media. 

System memory 930 includes computer storage media in 
the form of volatile and/or nonvolatile memory such as read 
only memory (ROM) 931 and random access memory 
(RAM) 932. A basic input/output system 933 (BIOS), con 
taining the basic routines that help to transfer information 
between elements within computer 910, such as during start 
up, is typically stored in ROM 931. RAM 932 typically con 
tains data and/or program modules that are immediately 
accessible to and/or presently being operated on by process 
ing unit 920. By way of example, and not limitation, FIG. 9 
illustrates operating system 934, application programs 935, 
other program modules 936, and program data 937. 

Computer 910 may also include other removable/non-re 
movable, Volatile/nonvolatile computer storage media. By 
way of example only, FIG. 9 illustrates a hard disk drive 941 
that reads from or writes to non-removable, nonvolatile mag 
netic media, a magnetic disk drive 951 that reads from or 
writes to a removable, nonvolatile magnetic disk 952, and an 
optical disk drive 955 that reads from or writes to a remov 
able, nonvolatile optical disk 956, such as a CD ROM or other 
optical media. Other removable/non-removable, volatile/ 
nonvolatile computer storage media that can be used in the 
exemplary operating environment include, but are not limited 
to, magnetic tape cassettes, flash memory cards, digital ver 
satile disks, digital video tape, solid state RAM, solid state 
ROM, and the like. Hard disk drive 941 is typically connected 
to the system bus 921 through an non-removable memory 
interface such as interface 940, and magnetic disk drive 951 
and optical disk drive 955 are typically connected to system 
bus 921 by a removable memory interface, such as interface 
950. 
The drives and their associated computer storage media 

discussed above and illustrated in FIG. 9 provide storage of 
computer-readable instructions, data structures, program 
modules and other data for computer 910. In FIG. 9, for 
example, hard disk drive 941 is illustrated as storing operating 
system 944, application programs 945, other program mod 
ules 946, and program data 947. Note that these components 
can either be the same as or different from operating system 
934, application programs 935, other program modules 936, 
and program data 937. Operating system 944, application 
programs 945, other program modules 946, and program data 
947 are given different numbers here to illustrate that, at a 
minimum, they are different copies. A user may enter com 
mands and information into computer 910 through input 
devices such as a keyboard 962 and pointing device 961, 
commonly referred to as a mouse, trackball or touch pad. 
Alternatively, pointing device 96.1 may be a controller used 
with a gaming console. Detector 963 may communicate with 
computer 910 through interface 960 to provide images, video 
frames, and/or other detected information ordata to computer 
910. Detector 963 may be a camera of any type, or any other 
type of detection device. Other input devices (not shown) may 
include a microphone, joystick, game pad, satellite dish, 
scanner, or the like. 

These and other input devices are often connected to pro 
cessing unit 920 through a user input interface 960 that is 
coupled to system bus 921, but may be connected by other 
interface and bus structures, such as a parallel port, game port 
or a universal serial bus (USB). A graphics interface 982 may 
also be connected to system bus 921. One or more graphics 
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processing units (GPUs) 984 may communicate with graph 
ics interface 982. In this regard, GPUs 984 generally include 
on-chip memory storage. Such as register storage and GPUs 
984 communicate with a video memory 986. GPUs 984, 
however, are but one example of a coprocessor and thus a 
variety of coprocessing devices may be included in computer 
910. A monitor 991 or other type of display device may also 
connect to system bus 921 via an interface, such as a video 
interface 990, which may in turn communicate with video 
memory 986. Monitor 991 may include stereoscopic mecha 
nisms or components, including, but not limited to, one or 
more parallax barriers, lenticular lenses, or lenticular sheets. 
Monitor 991 may also be specially configured to render ste 
reoscopic images, or it may be a standard monitor adapted for 
Stereoscopic functions. It is further contemplated that com 
puter 910 may have multiple monitors configured. For 
example, computer 910 may be configured with a head set, 
head gear, or eye glasses that have individual monitors for 
each eye, facilitating Stereoscopic images. In addition to 
monitor 991, computers may also include other peripheral 
output devices such as speakers 997 and printer 996, which 
may be connected through an output peripheral interface 995. 
Computer 910 may operate in a networked or distributed 

environment using logical connections to one or more remote 
computers, such as a remote computer 980. Remote computer 
980 may be a personal computer, a server, a router, a network 
PC, a peer device or other common network node, and typi 
cally includes many or all of the elements described above 
relative to computer 910, although only a memory storage 
device 981 has been illustrated in FIG.9. The logical connec 
tions depicted in FIG. 9 include a local area network (LAN) 
971 and a wide area network (WAN) 973, but may also 
include other networks/buses, including wireless networks. 
Such networking environments are commonplace in homes, 
offices, enterprise-wide computer networks, intranets and the 
Internet. 
When used in a LAN networking environment, computer 

910 may be connected to LAN 971 through a network inter 
face or adapter 970. When used in a WAN networking envi 
ronment, computer 910 typically includes a modem 972 or 
other means for establishing communications over WAN973, 
such as the Internet. Modem 972, which may be internal or 
external, may be connected to system bus 921 via user input 
interface 960, or other appropriate mechanism. In a net 
worked environment, program modules depicted relative to 
computer 910, or portions thereof, may be stored in the 
remote memory storage device. By way of example, and not 
limitation, FIG. 9 illustrates remote application programs 985 
as residing on memory device 981. It will be appreciated that 
the network connections shown are exemplary and other 
means of establishing a communications link between the 
computers, including all wired and wireless means, may be 
used. 

Although the subject matter has been described in lan 
guage specific to structural features and/or methodological 
acts, it is to be understood that the subject matter defined in 
the appended claims is not necessarily limited to the specific 
features or acts described above. Rather, the specific features 
and acts described above are disclosed as example forms of 
implementing the claims. 

What is claimed is: 
1. A method of providing stereoscopic images, comprising: 
detecting on a first detector a first scene image: 
detecting on a second detector a first user image; 
determining a position of a first user's eye based on the first 

user image: 
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determining a first portion of the first scene image based on 
the position of the first user's eye; 

rendering the first portion of the first scene image on a first 
display; 

determining a position of a second user's eye based on the 
first user image: 

determining a second portion of the first scene image based 
on the position of the second user's eye; and 

rendering the second portion of the first scene image on the 
first display. 

2. The method of claim 1, further comprising: 
determining a first adjustment of a stereoscopic component 

based on the position of the first user's eye; and 
adjusting the stereoscopic component. 
3. The method of claim 1, further comprising: 
detecting on the first detector a second scene image; 
detecting on the second detector a second user image; 
determining a second position of the first user's eye based 

on the second user image: 
determining a first portion of the second scene image based 

on the second position of the first user's eye; and 
rendering the second portion of the second scene image on 

the first display. 
4. The method of claim 2, further comprising: 
determining a second adjustment of the Stereoscopic com 

ponent based on the position of the second user's eye; 
and 

adjusting the stereoscopic component. 
5. The method of claim 3, further comprising: 
determining a second position of the second user's eye 

based on the second user image: 
determining a second portion of the second scene image 

based on the second position of the second user's eye; 
and 

rendering the second portion of the second scene image on 
the first display. 

6. The method of claim 1, wherein rendering the second 
portion of the first scene image on the first display comprises 
augmenting the second portion of the first scene image by 
overlaying graphical elements on the first scene image. 

7. The method of claim 1, whereindetermining the position 
of the first user's eve based on the first user image comprises 
estimating the position of the first user's eye based on deter 
mining a position of a first user's head based on the first user 
image. 

8. The method of claim 1, wherein determining the first 
portion of the first scene image comprises cropping the first 
Scene image. 

9. The method of claim 1, wherein rendering the first por 
tion of the first scene image on the first display comprises 
augmenting the first portion of the first scene image by over 
laying graphical elements on the first scene image. 

10. A system for providing stereoscopic images, compris 
ing: 

a first scene-facing detector configured to capture a first 
Scene image: 

a first user-facing detector configured to capture a first user 
image; 

a processor configured to: 
determine a position of a first user's eye based on the first 

user image; 
determine a first portion of the first scene image based on 

the position of the first user's eye; 
determine a position of a second user's eye based on the 

first user image; and 
determine a second portion of the first scene image 

based on the position of the second user's eye; and 
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26 
a first display configured to render the first portion of the 

first scene image and the second portion of the first scene 
image. 

11. The system of claim 10, wherein the processor is fur 
ther configured to augment at least one of the first portion of 
the first scene image or the second portion of the first scene 
image by overlaying graphical elements on the first scene 
image. 

12. The system of claim 10, wherein the first scene-facing 
detector is further configured to capture a second scene 
image; 

wherein the first user-facing detector is further configured 
to capture a second user image; and 

wherein the processor is further configured to: 
determine a second position of the first user's eye based 

on the second user image: 
determine a second position of the second user's eye 

based on the second user image: 
determine a first portion of the second scene image 

based on the second position of the first user's eye; 
and 

determine a second portion of the second scene image 
based on the second position of the second user's eye; 
and 

wherein the first display is further configured to render the 
first portion of the second scene image and the second 
portion of the second scene image. 

13. The system of claim 10, wherein the first display is 
configured with at least one stereoscopic component, and 

wherein the processor is further configured to manipulate 
the at least one stereoscopic component based on at least 
one of the position of the first user's eye or the position 
of the second user's eye. 

14. The system of claim 10, further comprising a commu 
nications component configured to transmit data to a remote 
device and receive data from the remote device. 

15. A computer readable storage device having instructions 
stored thereon for performing operations comprising: 

detecting on a first detector a first scene image: 
detecting on a second detector a first user image; 
determining a position of a first user's eye based on the first 

user 1mage: 
determining a first portion of the first scene image based on 

the position of the first user's eye; 
rendering the first portion of the first scene image on a first 

display; 
determining a position of a second user's eye based on the 

first user image: 
determining a second portion of the first scene image based 

on the position of the second user's eye; and 
rendering the second portion of the first scene image on the 

first display. 
16. The computer readable storage device of claim 15, 

wherein the operations further comprise: 
determining a first adjustmentofa stereoscopic component 

based on the position of the first user's eye; and 
adjusting the stereoscopic component. 
17. The computer readable storage device of claim 16, 

wherein the operations further comprise: 
determining a second adjustment of the stereoscopic com 

ponent based on the position of the second user's eye; 
and 

adjusting the stereoscopic component. 
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18. The computer readable storage device of claim 15, the first user's eye based on determining a position of a first 
wherein the operations further comprise: user's head based on the first user image. 

augmenting at least one of the first portion of the first scene 20. The computer readable storage device of claim 15, 
image or the second portion of the first scene image by wherein determining the first portion of the first scene image 
Overlaying graphical elements on the first Scene image 5 comprises cropping the first scene image. 

19. The computer readable storage device of claim 15, 
wherein determining the position of the first user's eye based 
on the first user image comprises estimating the position of k . . . . 


